Meta-analysis of individual patient data versus aggregate data from longitudinal clinical trials
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**Background** In clinical trials following individuals over a period of time, the same assessment may be made at a number of time points during the course of the trial. Our review of current practice for handling longitudinal data in Cochrane systematic reviews shows that the most frequently used approach is to ignore the correlation between repeated observations and to conduct separate meta-analyses at each of a number of time points.

**Purpose** The purpose of this paper is to show the link between repeated measurement models used with aggregate data and those used when individual patient data (IPD) are available, and provide guidance on the methods that practitioners might use for aggregate data meta-analyses, depending on the type of data available.

**Methods** We discuss models for the meta-analysis of longitudinal continuous outcome data when IPD are available. In these models time is included either as a factor or as a continuous variable, and account is taken of the correlation between repeated observations. The meta-analysis of IPD can be conducted using either a one-step or a two-step approach: the latter involves analysing the IPD separately in each study and then combining the study estimates taking into account their covariance structure. We discuss the link between models for use with aggregate data and the two-step IPD approach, and the problems which arise when only aggregate data are available. The methods are applied to IPD from 5 trials in Alzheimer’s disease.

**Results** Two major issues for the meta-analysis of aggregate data are the lack of information about correlation coefficients and the effect of missing data at the patient-level. Application to the Alzheimer’s disease data set shows that ignoring correlation can lead to different pooled estimates of the treatment difference and their standard errors. Furthermore, the amount of missing data at the patient level can affect these estimates.

**Limitations** The models assume fixed treatment effects across studies, and that any missing data is missing at random, both at the patient-level and the study level.

**Conclusions** It is preferable to obtain IPD from all studies to correctly account for the correlation between repeated observations. When IPD are not available, the ideal aggregate data are model-based estimates of treatment difference and their variance and covariance estimates. If covariance estimates are not available, sensitivity analyses should be undertaken to investigate the robustness of the results to different amounts of correlation. Clinical Trials 2009; 6: 16–27. http://ctj.sagepub.com
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Introduction

The assessment of a patient who has a chronic condition, for example cystic fibrosis or a neurodegenerative disorder, often involves taking measurements of an outcome at a number of time points throughout the course of a trial. Such data are referred to as longitudinal data or repeated measures data, and allow one to assess the change in an outcome over a period of time [1]. When multiple trials of the same longitudinal outcome exist, it is clearly important to synthesize the data across trials to facilitate evidence-based conclusions. However, the longitudinal nature of the data creates added complexity for those performing meta-analysis. For example, it is common to find that the timing of the repeated measurements varies across trials. In this situation, a standard meta-analysis conducted at a specific time point will usually be based on only a subset of the trials. Further, meta-analyzing each time-point independently may be inappropriate, as correlation exists between time-points. Thus a more complex meta-analysis that synthesizes all trials and all time-points simultaneously, whilst accounting for correlation, is potentially superior.

Several authors have considered the meta-analysis of longitudinal data [2–4]. Most recently, Ishak et al. consider when only aggregate data are available from each study [4], such as the mean treatment difference and its standard error at each time-point. They propose models that account for the correlation between the multiple time-points, and suggest the approach ‘may provide better fit and possibly more precise summary effect estimates’ than approaches that ignore correlation. However, the authors note that they ‘encountered difficulties in estimating the correlation parameters’, even when very simple correlation structures were assumed, and could not confirm the benefits of the proposed models since in their example ‘the true values of the parameters of the model were not known’. This highlights some of the disadvantages of having only aggregate data, with the unavailability of within-study correlations a major concern and limitation [5,6].

In this article we consider the meta-analysis of longitudinal data using individual patient data (IPD) [7], where the original data from all participants in each trial are obtained and then synthesized. We show that availability of IPD allows the correlation between multiple time-points to be calculated directly in each study, thus overcoming the aforementioned problem shown in Ishak et al. [4] when the correlations are unknown. We describe how to appropriately meta-analyze IPD by: (i) using models that directly synthesize the IPD in a one-step approach, or (ii) first reducing the IPD to aggregate data in each study, and then synthesizing the aggregate data across studies using a multivariate meta-analysis model. This allows us to show the relationship between IPD and aggregate data models, and thus recommend how best to proceed with aggregate data models when IPD are not available.

The outline of the article is as follows. In section ‘A review of current practice’ we summarize a review of practice for meta-analyzing longitudinal studies in the Cochrane Library [8]. In section ‘Methods for meta-analysis of longitudinal data’ we describe methods for IPD and aggregate meta-analysis of longitudinal data, and in section ‘Illustration of the meta-analysis methods’ these are applied to an example where IPD are available for five Alzheimer trials, which enables us to compare IPD and aggregate data approaches directly. Finally, in section ‘Discussion’ we critically discuss our work and make recommendations for practice and further research.

A review of current practice

To investigate current practice for meta-analyzing longitudinal data we searched Issue 3 2005 of the Cochrane Library [8], which contained 2435 completed reviews. We searched using the three terms ‘longitudinal*’, ‘repeated NEXT measure*’ and ‘serial NEXT measure*’, and reviews needed to contain one or all of these search terms to be identified. The term ‘longitudinal*’ was found in 289 reviews (12%), the term ‘repeated NEXT measure*’ in 70 (3%) and ‘serial NEXT measure*’ in 6 (0.25%). These results related to 345 independent reviews, but after further investigation only 113 reviews related to a longitudinal data meta-analysis.

In 85 of these 113 reviews the Methods section contained no information regarding the analysis of longitudinal data; however in 22 of these the Results section indicated that a separate meta-analysis had been carried out at each of a number of time points, with the correlation between time points not taken into account. Indeed, the issue of correlated data was not discussed in the Results or Discussion section of any of these reviews. The remaining 28 reviews did discuss the analysis of longitudinal data in the Methods section, as follows: (i) in 15 reviews it was stated that an analysis at separate time points would be conducted, although this was ultimately only possible in 10 due to the lack of data; (ii) in
six reviews authors stated that they would choose data from one of the time points from each of the trials (four of these reviews pre-specified that they would analyze data from the final time point reported in the trials and two stated that they would analyze the data reported at the time point nearest to the one pre-specified in their protocol); (iii) in five reviews it was mentioned that the length of follow up was a possible source of heterogeneity across trials (two of these studies ultimately used single time point analysis and three did not have any data to perform a meta-analysis); (iv) in one review the authors stated that the statistical package used within Cochrane reviews was not appropriate for analyzing longitudinal data and so they just reported the results from the original trials in a table; and (v) in the remaining review incidence rates based on person time were reported.

It is thus clear from this review that practitioners are undecided on how to appropriately meta-analyze longitudinal studies, and it seems that only simple meta-analysis methods are used. In particular, ignoring correlation between time points and undertaking a meta-analysis at each of the several time points separately was the most frequently used method in practice.

Since this review of the literature was conducted, there has been limited research into the analysis of data of this form [4] and we therefore feel that the situation has not changed a great deal and review authors are still not analyzing this form of data using the most appropriate methods. Our article gives a number of methods that could be used depending on the information that is available to the review author.

Methods for meta-analysis of longitudinal data

In this section, appropriate methods for an IPD analysis of longitudinal continuous outcome data are described, first for a single study and then for a meta-analysis of several studies. Models are presented both for time as a factor and as a continuous variable, and they assume fixed treatment effects across studies. We then consider aggregate data meta-analysis of longitudinal data, and describe the aggregate data required to produce similar results to the IPD meta-analysis. Extension to random treatment effects is considered in the discussion.

Across the studies in the meta-analysis, observations may have been recorded at different time points post-treatment. Our notation below regarding time points assumes that all of the time points which have occurred in any of the studies have been ordered and are referred to as \( t_k \) \((k = 1, \ldots, b)\). Thus any one trial may only provide observations for some of the \( b \) time points. Also, for a particular study an assessment may have been performed prior to any study treatment (baseline). Our models below assume that there are only post-treatment assessments. However, modifications to the models to include baseline measurements in the response variable as an additional assessment time will be discussed briefly where relevant.

### IPD from a single study

Treating time as a factor, a model for a single study \((study \; i)\) which includes treatment, time and treatment by time interaction terms is given by

\[
y_{ijhk} = \alpha_i + \beta_{ij} + \epsilon_{ijk}, \quad (1)
\]

where \(y_{ijhk}\) is the observation in study \(i\) from patient \(j\) \((j = 1, \ldots, n_{ih})\) on treatment \(h\) \((h = 1, \ldots, a)\) at time \(t_k\), and \(\epsilon_{ijk}\) is the residual error. In this article we take treatment \(a\) to be the reference treatment, so that \(\beta_{ijk}\) represents the effect of treatment \(h\) minus the effect of treatment \(a\) at time \(t_k\). If required, baseline observations can be included as observations \(y_{ij0}\) and model (1) defined for \(k = 0, 1, \ldots, b\). Usually in randomized controlled trials the parameters \(\beta_{ihk}\) \((h = 1, \ldots, a)\) would be set equal to zero as no differences due to treatment are expected at baseline.

Alternatively, treating time as a continuous variable with a linear effect the model can be written as

\[
y_{ijhk} = \lambda_i + \nu_{hi} + \alpha_it_k + \beta_{ih}t_k + \epsilon_{ijk}, \quad (2)
\]

where \(\lambda_i\) is the intercept for treatment \(a\), \(\nu_{hi}\) is the difference in the intercepts between treatment \(h\) and treatment \(a\) \((\nu_{ai} = 0)\), \(\alpha_i\) is the time slope for treatment \(a\), and \(\beta_{ih}\) is the difference in the time slopes between treatment \(h\) and treatment \(a\) \((\beta_{ai} = 0)\).

Model (2) incorporates separate intercepts for each treatment, thus only making the assumption of a linear trend with time over the time points included in the model. If the baseline observations are to be included or a linear trend from time \(= 0\) is to be fitted, then \(\nu_{hi}\) would be removed from the model.

In both models (1) and (2), the \(\epsilon_{ijk}\) are assumed to be normally distributed with zero mean and a covariance structure that allows for the correlation between repeated observations on the
same patient. There are various possible structures one could use [9]; for example, a fully unstructured covariance matrix would allow a separate variance parameter for each time point within each treatment group, and a separate covariance parameter for each pair of time points \((k \text{ and } m, \text{ say})\) in each treatment group, so that

\[
V(\varepsilon_{hijk}) = \sigma_{hik}^2
\]  
(3)

and

\[
\text{Cov}(\varepsilon_{hijk}, \varepsilon_{hijn}) = \rho_{hikn} \sigma_{hik} \sigma_{hnin} \quad \text{for } k \neq m,
\]  
(4)

where \(\rho_{hikn}\) is the correlation between observations from the same patient in treatment group \(h\) at time points \(k\) and \(m\). Simpler specifications are also possible; for instance, we could assume common variances and correlation coefficients across all times and treatment groups. However, in this article we use the fully unstructured covariance matrix above in all of our analyses. The major advantage of this is that it allows the correlation between time points close together to be larger than the correlation between time points which are farther apart. The disadvantage is that it requires a large number of parameters to be estimated [10]. In some situations, the autoregressive covariance structure might be used as an acceptable compromise. Equations (1) and (2), and all subsequent models in this article, can be fitted using software for repeated measurements analysis, for example SAS PROC MIXED [11] (model codes are available on request).

**IPD meta-analysis of several studies**

When IPD are available from each of the studies, the meta-analysis can proceed in a one-step or a two-step framework [7]. The one-step approach simultaneously models the IPD from all of the studies. The two-step approach first fits a model to the IPD from each study separately, and then the study parameter estimates are combined in a meta-analysis. We discuss both approaches in this section: it is the second approach which links directly with an aggregate data approach when IPD are unavailable.

**One-step IPD meta-analysis of several studies**

Assume that IPD are available from \(r\) independent studies \((i = 1, \ldots, r)\) and let us extend Equation (1) assuming that the true underlying treatment effect at each time-point is fixed across studies. In this situation the interaction terms study by treatment and study by treatment by time can be excluded from the model. For time as a factor, the model can be written

\[
y_{hijk} = \alpha_i + \beta_h + \epsilon_{hijk},
\]  
(5)

where \(\alpha_i\) is the effect of treatment \(a\) at time \(t_k\) in study \(i\), and \(\beta_h\) represents the effect of treatment \(h\) minus the effect of treatment \(a\) at time \(t_k\), which is common across all studies \((\beta_{ik} = 0)\). If required, baseline assessments can be included as observations \(y_{ij0}\) and model (5) defined for \(k = 0, 1, \ldots, b\). Usually the parameters \(\beta_{ikp}, h = 1, \ldots, a\), would be set equal to zero as no differences due to treatment are expected at baseline.

For time as a continuous covariate, Equation (2) can be extended to become

\[
y_{hijk} = \lambda_i + v_h + \alpha_i t_k + \beta_h t_k + \epsilon_{hijk}
\]  
(6)

where \(\lambda_i\) is the intercept for treatment \(a\) in study \(i\) thus allowing for different prognostic groups entered across the trials, \(v_h\) is the intercept for treatment \(h\) minus the intercept for treatment \(a\), which is common to all studies \((v_{ih} = 0)\). The parameter \(\alpha_i\) is the time slope for treatment \(a\) in study \(i\), and \(\beta_h\) is the difference in the time slopes between treatment \(h\) and treatment \(a\), which is common to all studies \((\beta_{a} = 0)\). If the baseline observations are to be included or a linear trend from time \(= 0\) is to be removed, then \(v_h\) would be removed from the model.

In Equations (5) and (6), using the fully unstructured covariance matrix each study has a separate variance parameter for each time point within each treatment group, and a separate covariance parameter for each pair of time points within each treatment group (as in Equations (3) and (4)). Overall estimates of the mean treatment difference at each time point can be obtained: these would be \(\hat{\beta}_{ik}\) if using Model (5), and \(\hat{v}_h + \hat{\beta}_{ik}\) if using Model (6). \(T\)-tests and confidence intervals based on the \(t\)-distribution can be calculated. SAS PROC MIXED allows the option to inflate the estimated variance of the mean treatment difference to allow for the estimation of the variance and covariance components and to estimate the degrees of freedom for the \(t\)-test using Satterthwaite’s procedure [12,13].

**Two-step IPD meta-analysis of several studies**

In the first step of the two-step IPD meta-analysis approach, each study is analyzed separately. When time is to be treated as a factor, Model (1) is fitted to
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each study to produce estimates, variances, and covariances of the mean difference between treatment $h$ and treatment $a$ ($h = 1, \ldots, a-1$) at each recorded time point. Let $d_{hlk}$ ($h = 1, \ldots, a-1$) be the estimate of the mean difference between treatments $h$ and $a$ at time $t_k$ in study $i$, that is $d_{hlk} = \beta_{hlk}$. When time is to be treated as a continuous variable, Model (2) is fitted to each study to produce estimates, variances and covariances of the differences in the intercepts and time slopes between treatment $h$ and treatment $a$ ($h = 1, \ldots, a-1$). Let $f_{hi}$ ($h = 1, \ldots, a-1$) be the estimate of the difference in intercepts, that is $f_{hi} = \gamma_{hi}$, and $g_{hi}$ ($h = 1, \ldots, a-1$) be the estimate of the difference in time slopes, that is $g_{hi} = \xi_{hi}$.

The second step requires a multivariate meta-analysis framework [14], which allows the joint synthesis of the $d_{hlk}$ (or $f_{hi}$ and $g_{hi}$) values across studies. The weighting for each $d_{hlk}$ (or $f_{hi}$ and $g_{hi}$) is a function of its variance and covariance with other estimates from the same study. For time as a factor, the model is given by

$$d_{hlk} = \beta_{hlk} + \delta_{hlk},$$

(7)

where $\delta_{hlk}$ is the residual error, and the $\delta_{hlk}$ from the same study are correlated.

When time is a continuous variable, there are two model options. The first uses the study estimates of the differences in intercepts and the differences in slopes as the responses and fits the model given by

$$f_{hi} = v_h + \gamma_{hi}$$
$$g_{hi} = \beta_h + \xi_{hi}$$

(8a)

where $\gamma_{hi}$ and $\xi_{hi}$ are residual errors, which are correlated within a study. A second option uses the estimates of the mean difference between treatments $h$ and $a$ at time $t_k$ in each study as the responses and fits the model given by

$$d_{hlk} = v_h + \beta_h t_k + \delta_{hlk}$$

(8b)

where $\delta_{hlk}$ is the residual error, and the $\delta_{hlk}$ from the same study are correlated. In both cases, the effect of treatment $h$ minus the effect of treatment $a$ at time $t_k$ is given by $v_h + \beta_h t_k$.

In common practice in the meta-analysis field, the variance and covariance terms for the $d_{hlk}$ (or $f_{hi}$ and $g_{hi}$) calculated in the first step are used in the second step as the variance and covariance of the residual errors, and treated as if they were the true variances and covariances. The multivariate meta-analysis in the second step may be fitted using SAS PROC MIXED [11], as described elsewhere [15], in which the $d_{hlk}$ (or $f_{hi}$ and $g_{hi}$) values are the observations in the dataset. When using the $f_{hi}$ and $g_{hi}$ values a study must have data for at least two time points to be included in the analysis: if there is only one time point $f_{hi}$ and $g_{hi}$ cannot be calculated.

Overall estimates of the mean treatment difference at each time point can be obtained: these would be $\beta_{hlk}$ if using Model (7), and $v_h + \beta_h t_k$ if using Models (8a) or (8b). Assuming that the variances are known, hypothesis tests and confidence intervals may be based on the normal distribution.

One-step versus two-step approach

Although the two IPD approaches should provide similar results, they will not be identical for several reasons. First, the two-step approach allows for the possibility of study by treatment and study by treatment by time interactions when calculating the variance and covariance terms of the $d_{hlk}$ (or $f_{hi}$ and $g_{hi}$), although the actual model fitted to the $d_{hlk}$ (or $f_{hi}$ and $g_{hi}$) does not. The one-step method based on Models (5) or (6) does not include these interaction terms at all. The effect that this has on the results depends on the magnitude of these interaction terms.

A second factor which may produce a difference between the two IPD approaches is the amount of missing data at the patient-level within a study [16]. Under a missing at random assumption, Equations (1), (2), (5), and (6) can accommodate patients, who do not supply data at each time point in the study. Indeed, under this assumption the correlation between time points is used to improve the estimation of the parameters and this results in ‘model-based’ estimates (section ‘Meta-analysis of aggregate data’). As parameter estimates and variances are dependent on the model terms as well as the structure of the covariance matrix, this may lead to differences in the estimates between the two IPD approaches. This factor is also important when we consider the aggregate data methods in section ‘Meta-analysis of aggregate data’.

Meta-analysis of aggregate data

An aggregate data meta-analysis of longitudinal data clearly depends on the aggregate data available from trials [17]. If the estimates $d_{hlk}$ (or $f_{hi}$ and $g_{hi}$) and their variances and covariances are available, then the second part of the two-step IPD analyses described in section ‘Two-step IPD meta-analysis of several studies’ can be undertaken directly. However, often trials only report means and standard deviations for each treatment group at each time point. In this section we thus describe
methods which are based only on these summary statistics, and discuss the implications that this has for the validity of the meta-analysis.

Let \( \hat{y}_{hi,k} \) be the mean of the \( n_{hi,k} \) observations from treatment \( h \) at time \( t_k \) in study \( i \), and \( z_{hi,k} = \hat{y}_{hi,k} - \bar{y}_{al,k} \). Then \( z_{hi,k} \) is an estimate of the effect of treatment \( h \) minus the effect of treatment \( a \) at time \( t_k \), and the model for the \( z_{hi,k} \) based on Model (1) is given by

\[
z_{hi,k} = \beta_{hi,k} + (\bar{e}_{hi,k} - \bar{e}_{al,k}) \tag{9}
\]

We refer to \( z_{hi,k} \) as a raw estimate of the mean treatment difference as it is based on raw means (this is in contrast to the model-based estimates of treatment difference discussed in section ‘One-step versus two-step approach’, which may be subtly different). Assuming that the treatment groups contain independent sets of patients, the variance of \( z_{hi,k} \) is given by

\[
V(z_{hi,k}) = V(\bar{e}_{hi,k} - \bar{e}_{al,k}) = \frac{\sigma^2_{hi,k}}{n_{hi,k}} + \frac{\sigma^2_{al,k}}{n_{al,k}} \tag{10}
\]

Also, for \( k \neq m \), the covariance between the observed mean difference at time point \( k \) and the observed mean difference at time point \( m \) is given by

\[
\text{Cov}(z_{hi,k}, z_{him}) = \text{Cov}(\bar{e}_{hi,k}, \bar{e}_{him}) + \text{Cov}(\bar{e}_{al,k}, \bar{e}_{alm}) = \frac{q_{hikm} \rho_{him} \sigma_{hi,k} \sigma_{him}}{n_{hi,k} n_{him}} + \frac{q_{alm} \rho_{alm} \sigma_{al,k} \sigma_{alm}}{n_{al,k} n_{alm}} \tag{11}
\]

where \( q_{hikm} \) is the number of patients contributing to both time points \( k \) and \( m \) in treatment group \( h \).

Meta-analysis of aggregate data – time as a continuous variable

To perform a meta-analysis of the aggregate data with time treated as a continuous variable, the \( z_{hi,k} \) values and estimates of their variances and covariances based on Equations (10) and (11) could be used in the second step of the two-step IPD meta-analysis, with model (8b) replaced by

\[
z_{hi,k} = v_h + \beta_{hi} t_k + (\bar{e}_{hi,k} - \bar{e}_{al,k}) \tag{13}
\]

The effect of treatment \( h \) minus the effect of treatment \( a \) at time \( t_k \) is given by \( v_h + \beta_{hi} t_k \). Estimates of the mean treatment differences from the aggregate data approach may be similar, but not identical to those from the two-step IPD approach. When time is considered as a continuous variable, deviations from the fitted straight line with time are not incorporated in the variance and covariance terms for the aggregate data approach, whereas they are in the first step of the two-step IPD approach. Further, as discussed in section ‘Meta-analysis of aggregate data – time as a factor’, when there are missing patient data the model-based estimates from the IPD may differ subtly from the raw \( z_{hi,k} \) estimates.

Unavailable aggregate data

A major issue for the meta-analysis of raw means is that the covariance defined by Equation (11) cannot often be calculated, as \( \sigma_{hi,k}, q_{hikm} \), and \( \rho_{hikm} \) cannot be estimated from IPD data.
will rarely be available from publications, and so approximations are necessary. If $\sigma_{hik}$ denotes the standard deviation for treatment group $h$ at time point $k$ in study $i$, then this can be used as an estimate of $\sigma_{hik}$. The $\phi_{hik}$ values might be approximated by the minimum of $n_{hik}$ and $n_{him}$. The $\rho_{hik}$ values could be approximated by one of two approaches. One could take a simplistic approach and assume one common correlation across all studies, treatments and time points. More appropriately, one could perform a sensitivity analysis to ascertain if and how the meta-analysis results change with the value of the correlation coefficient imputed [14]. In some situations it may also be more appropriate to assume different imputed correlations for each pair of time points, though this approach will become increasingly complicated as the number of time points increases. Note that setting the $\rho_{hik}$ equal to zero leads to a standard meta-analysis conducted at each time point separately. This is the common method in practice (section ‘A review of current practice’), but it is a strong assumption to make as longitudinal data are often highly correlated [1].

Hypothesis tests and confidence intervals may be based on the normal distribution [18].

### Illustration of the meta-analysis methods

To illustrate and compare the IPD and aggregate data meta-analysis methods, we now consider a systematic review of trials investigating the effects of selegiline versus placebo for the treatment of Alzheimer’s disease [19]. Five trials provided IPD for the mini-mental state examination (MMSE), a measure of cognitive function, and in this article we focus on just these five studies as they allow us to empirically compare IPD and aggregate data approaches. In each of the trials the dosing schedule was the same (10 mg/day) and they all had a different length of treatment with no common time point. The MMSE can take values from between 0 and 30, with higher values being regarded as good, and is considered in our analyses to be approximately normally distributed.

To illustrate the methods presented in this article, the results have been grouped to create common time points. That is: month 1 = weeks 4 and 5; month 2 = weeks 8 and 9; month 4 = week 17; month 6 = weeks 24, 25, and 30; month 9 = week 35 and 43; month 12 = weeks 56 and 65. Some patients withdrew before the completion of all of the assessments and no single study gave results for each time-point; thus there are missing data in at the patient-level and also at the study-level. Table 1 taken from Table 9.6 of Whitehead [18] shows the raw means and standard deviations for each treatment at each time point in each study. From these values the raw mean differences and

**Table 1** Raw summary statistics for MMSE data

<table>
<thead>
<tr>
<th>Month</th>
<th>Study</th>
<th>Placebo</th>
<th>Selegiline</th>
<th>Treatment effect (Selegiline – placebo)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Number of subjects</td>
<td>Mean</td>
<td>Standard deviation</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>24</td>
<td>17.08</td>
<td>4.33</td>
</tr>
<tr>
<td>4</td>
<td>166</td>
<td>12.33</td>
<td>5.61</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>25</td>
<td>19.88</td>
<td>6.27</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>20</td>
<td>18.30</td>
<td>4.40</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>23</td>
<td>18.04</td>
<td>5.00</td>
</tr>
<tr>
<td>5</td>
<td>24</td>
<td>19.33</td>
<td>6.35</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>20</td>
<td>17.20</td>
<td>4.49</td>
</tr>
<tr>
<td>4</td>
<td>151</td>
<td>11.84</td>
<td>5.57</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>68</td>
<td>20.32</td>
<td>5.16</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>18</td>
<td>16.33</td>
<td>5.40</td>
</tr>
<tr>
<td>4</td>
<td>139</td>
<td>11.14</td>
<td>5.95</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>18</td>
<td>16.17</td>
<td>6.22</td>
</tr>
<tr>
<td>4</td>
<td>125</td>
<td>9.94</td>
<td>6.01</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>1</td>
<td>17</td>
<td>15.47</td>
<td>6.34</td>
</tr>
<tr>
<td>4</td>
<td>112</td>
<td>9.59</td>
<td>6.01</td>
<td></td>
</tr>
</tbody>
</table>
their variances (i.e., the $z_{hik}$ and $V(z_{hik})$ values) can be calculated.

The meta-analysis models described in section ‘Methods for meta-analysis of longitudinal data’ were applied to the MMSE data to compare results from the one-step IPD analysis with the two-step IPD analysis of model-based estimates, and also the aggregate data meta-analysis of raw estimates. For illustrative purposes both time as a factor and time as a continuous variable were considered. However, it should be noted that the continuous model is perhaps not entirely appropriate for this data set. Figure 1 shows a plot of the differences between selegiline and placebo across time.

**Time as a factor**

**IPD meta-analyses: one-step versus two-step using correct covariances**

There are no statistically significant differences between the two treatments at any of the time points when time is treated as a factor (Table 2). As discussed in section ‘One-step versus two-step approach’ the results from the one-step (Equation (5)) and the two-step IPD meta-analysis (model (1) in each study followed by model (7) using the correct covariance estimates) can differ, but for this example the results are very similar.

**IPD meta-analyses: one-step versus two-step imputing covariances**

As part of our analyses, we considered how the two-step meta-analysis results would change if the

![Figure 1 Plot of raw mean differences in MMSE (selegeline – placebo) against time](http://ctj.sagepub.com)

Table 2

<table>
<thead>
<tr>
<th>Time point</th>
<th>One-step IPD Equation (5)</th>
<th>Two-step IPD Equation (1) in each study, followed by Equation (7)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Correct covariance estimates from Equation (11)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>with $\sigma_{hik} = 0$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Correlations of 0.8 between $d_{hik}$</td>
<td>Correlations of 0.8 between $d_{hik}$</td>
</tr>
<tr>
<td></td>
<td>Correlations of 0.4 between $d_{hik}$</td>
<td>Correlations of 0.4 between $d_{hik}$</td>
</tr>
<tr>
<td></td>
<td>Correlations of 0 between $d_{hik}$</td>
<td>Correlations of 0 between $d_{hik}$</td>
</tr>
<tr>
<td>1 month</td>
<td>$0.31 (0.47)$</td>
<td>$0.30 (0.48)$</td>
</tr>
<tr>
<td>2 months</td>
<td>$-0.48 (0.62)$</td>
<td>$-0.47 (0.59)$</td>
</tr>
<tr>
<td>4 months</td>
<td>$0.34 (0.49)$</td>
<td>$0.39 (0.52)$</td>
</tr>
<tr>
<td>6 months</td>
<td>$0.20 (0.49)$</td>
<td>$0.19 (0.48)$</td>
</tr>
<tr>
<td>9 months</td>
<td>$0.10 (0.51)$</td>
<td>$-0.10 (0.51)$</td>
</tr>
<tr>
<td>12 months</td>
<td>$-0.30 (0.56)$</td>
<td>$-0.10 (0.56)$</td>
</tr>
</tbody>
</table>
model-based mean differences and their variances were available from each study, but without their covariances, as this situation may occur in practice. We thus fitted Equation (7) to the model-based estimates for each of correlations 0.8, 0.4, and 0 (Table 2). It can be seen that the pooled treatment differences when the correlation is 0.8 are similar to those using the correct covariance estimates. This is not surprising as the actual correlations between time point estimates were of a similar magnitude. As the correlation coefficient becomes smaller, the treatment difference estimates move further away from those based on the correct covariance estimates. Indeed the assumption of zero correlation, as is usual in practice, produces estimates, and standard errors that are very different from those based on the correct covariance estimates. For example, assuming zero correlation gives a pooled treatment difference at 9 months of 0.69, with standard error of 0.63, compared to the true answer of 0.34, with standard error of 0.52. Importantly, though, the standard errors are conservative in this situation, a finding consistent with analytical assessment of longitudinal data in a non-meta-analysis setting when time is taken as a factor [20].

**Aggregate data meta-analyses**

We now assume that trials only provide their raw means and standard deviations, and not their IPD. As discussed in section ‘Unavailable aggregate data’, to perform the aggregate data meta-analysis in this situation we needed to approximate \( \sigma_{hik} \) and \( \rho_{hikm} \) and we then fitted meta-analysis model (12) for each of \( \rho_{hikm} \) equal to 0, 0.4, and 0.8 (Table 2). There is a considerable amount of missing patient data in the MMSE studies and thus the raw estimates of treatment difference differ considerably from the model-based estimates derived from IPD, as discussed in section ‘Meta-analysis of aggregate data – time as a factor’. This leads to differences between the aggregate data meta-analysis results and those from the one-step and two-step IPD analyses (Table 2). For example, in the analyses assuming a correlation of 0.8, at 12 months the aggregate data meta-analysis gives a pooled treatment difference of –0.30, with standard error of 0.66, compared to the true answer of –0.03, with standard error of 0.55. However, importantly the standard error of the aggregate data meta-analysis results is again always conservative and, in this particular example, the conclusions from the aggregate data meta-analysis are the same as those from the IPD analyses.
namely that there is no evidence that selegiline is beneficial.

**Time as a continuous variable**

**One-step IPD analysis versus two-step IPD analysis of intercept and slope**

The results from the IPD meta-analyses when time is treated as a continuous variable and a linear regression is fitted are shown in Table 3. As a linear regression model could not be fitted to study 2, because it only provides data at one post-treatment time point, the two-step meta-analysis of intercepts, and slopes had to exclude this study. For comparability study 2 has also been excluded from all meta-analyses treating time as a continuous variable.

The one-step IPD meta-analysis gives results that are almost identical to the two-step analysis of model-based intercept and slope estimates (using the correct covariances). There is no evidence that the difference between selegiline and placebo follows a linear trend over time or that selegiline is better than placebo.

**Two-step analysis of model-based or raw time point estimates**

The two-step method in section ‘One-step IPD analysis versus two-step IPD analysis of intercept and slope’ assumes that the slope and intercept terms are available from each study. These estimates are very rarely reported by trial authors and so, if the IPD are not available, the only option may be to fit a regression line to either the model-based or raw estimates of treatment difference at each time point (see Equations (8b) and (13), respectively). We thus fitted a regression line to both the model-based and raw time point estimates for the MMSE data (Table 3).

The two-step analysis using the model-based time point and correct covariance estimates gives a negative slope estimate of −0.015, slightly larger than the negative slope estimate of −0.005 from than the two-step analysis based on model-based intercept, slope, and correct covariance estimates. If we also assume that the covariance estimates are unavailable, as likely in practice, the assumption of zero correlation between the model-based time point estimates causes the standard error of the pooled estimates of treatment difference to be too small (Table 3). For example, assuming zero correlation gives the standard error of the pooled treatment difference at 9 months to be 0.34, whereas the true answer is 0.54 (compare columns four and seven in ‘9 months’ row in Table 3).

This is important, as practitioners may place an overconfidence in their results in this situation. Furthermore, assuming zero correlation changes the slope of the fitted regression line from negative (−0.015) to positive (0.017), although there is still no evidence of a linear trend over time or that selegiline is beneficial.

The two-step meta-analysis using the raw treatment difference produces results that differ slightly to those from the meta-analysis of model-based estimates. The key observation again, though, is that assuming zero correlation seriously under-estimates the standard error of pooled estimates. For example, at six months the true result (i.e., that from using the model-based estimates with correct covariances) is a pooled treatment difference of 0.36, with standard error of 0.51, but the analysis of raw means assuming zero correlation gives a pooled estimate of 0.48, with standard error 0.28. Thus, for time as continuous, it is clear that treating the correlation as zero does not lead to conservative standard errors, a finding consistent with analytical assessment of longitudinal data in a non meta-analysis setting when time is taken as continuous [20].

**Discussion**

When conducting a meta-analysis of longitudinal data, it is preferable to obtain the IPD from all of the studies that were identified from the systematic review. This facilitates meta-analysis models that correctly account for the correlation between repeated observations for the same patient in each trial. In this article we have presented such IPD meta-analysis models, which use either a one-step or a two-step approach. Application to the Alzheimer’s data set confirms that these approaches are preferable to an analysis that assumes no correlation between repeated observations, for a number of reasons. First, the pooled estimates when assuming zero correlation can differ considerably from the correct answers, although in our particular example clinical conclusions were unaffected. Second, when time is treated as a factor, the analyses including correlation were more efficient, with the standard error of pooled estimates much smaller than in analyses assuming zero correlation. Third, when time is treated as continuous, the analyses assuming zero correlation severely underestimate the standard error of estimates, which in practice may lead to wrong conclusions. These findings are consistent with those regarding ignoring correlation in the analysis of single studies [20], and are especially important.
given that our review of current practice (section ‘A review of current practice’) identified that the most common method for meta-analyzing longitudinal data is to synthesize each time-point independently. We thus strongly recommend that, wherever possible, practitioners should obtain IPD and then perform a meta-analysis that accordingly accounts for correlation.

We are aware, though, that it may not always be possible to obtain IPD from trialists, and so we have also presented possible methods for an aggregate data meta-analysis in this situation. The ideal aggregate data to obtain are the model-based study estimates, and their variance and covariance estimates, as these allow the IPD meta-analysis results to be closely replicated (Tables 2 and 3) even when there is a considerable amount of missing patient data. Model-based estimates may be available but without their relevant covariances (e.g., the covariance of treatment difference estimates between time points), so we have shown how to perform sensitivity analyses to investigate the robustness of meta-analysis conclusions to different values of imputed correlation. In doing so, we have assumed that the imputed correlation is the same for each pair of time points, which is simplistic. One could impute different correlations for each time-point, but this greatly increases the number of parameters to be imputed. As an aid, data from external studies in the same or similar indications could be used to inform the choice of values for the correlations and the extent of the variation across different pairs of time-points.

Though an aggregate data meta-analysis of model-based estimates is the ideal aggregate data approach, the model-based estimates may themselves be unavailable, and indeed often only treatment means and standard deviations at each time point are available in our experience. We have shown how these can be used to calculate raw mean differences and their variances, which can be considered as an approximation to the model-based estimates and their variances. Then essentially the same modeling framework can be used as we described for model-based estimates and their variances. Again, a range of correlation coefficients should be investigated in a sensitivity analysis. It is inadvisable to ignore the correlation between repeated observations and it should not be treated as zero without good reason. In our examples the assumption of zero correlation did not change the clinical conclusions and that in itself is an important finding, but it is not inconceivable that in other situations clinical conclusions may differ depending on the correlation.

Regardless of whether IPD are available, review authors need to consider carefully whether to fit time as a factor or a continuous variable within the longitudinal models. We have considered both approaches in this model. However, the models presented for time as a continuous variable assume a linear effect of time. If this is an inappropriate assumption, then treating time as a factor will be preferable. Alternatively, other models could be considered, but as they become more complicated this will necessitate IPD.

When a meta-analysis of longitudinal data is carried out, it would be preferable if all the studies were of the same duration and each study measured and reported results at the same time points. In reality this is unlikely to happen, and so to use the models presented in this article the time points need to be grouped together, preferably based on clinical judgment and prespecified in the review protocol. If analyses are done post-hoc, then this should be reported as such with sensitivity analyses to the choice of groupings. Furthermore, when assessing multiple longitudinal data studies, it is perhaps inevitable that missing data will be an issue. The models presented assume that any missing data is missing at random, both at the patient-level and the study-level. It is clearly important for practitioners to clarify the type and amount of missing data in their studies, and consider the potential impact of missing data on their conclusions. For example, they should be aware that trials may only present time points showing a significant treatment difference, a problem known as within-study selective reporting [21].

All the models in this article assume fixed treatment effects across studies, and we found no evidence of between-study heterogeneity in treatment effect across the five trials in the Alzheimer’s example. This assumption may not always be appropriate, but there are a number of important issues to consider before extension to random treatment effects. For example, should there be a between-study heterogeneity parameter at each time-point, and should there be a separate between-study correlation between each pair of time-points? Estimation of the between-study correlation may also be difficult in some situations [22]. Ishak et al. propose aggregate data models for meta-analysis of longitudinal data including random-effects, but note that correlation parameters were difficult to estimate [4]. This may in part be due to unavailable within-study correlations in their example. Future work should thus extend our IPD and aggregate data methods to include a random treatment effect across studies [23], and indeed develop meta-regression models to assess the impact of study-level covariates [24].

A Bayesian approach to our models is also possible [25] and would allow prior information...
about the correlation coefficients to be included [26]. A further issue, which has not been considered in this article is how to perform a meta-analysis when some studies provide IPD and others only provide aggregate data [27]. Goldstein et al suggest using a multi-level approach to this problem [28], and this approach has recently been extended to multiple outcomes [29].
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